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Abstract: A new reinforcement learning system using fuzzy ART (adaptive resonance theory) is proposed.
In the proposed method, fuzzy ART is used to classify observed information and to construct effective state
space. Then, profit sharing is employed as a reinforcement learning method. Furthermore, the proposed
system is extended to the hierarchical structures for solving partially observable Markov decision process
(POMDP) problems. Through various computer simulations using maze problems, it is confirmed that the
proposed methods are effective to solve POMDP problems.
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1. Introduction

Reinforcement learning (RL) is learning from interaction
with an environment, from the consequences of action,
rather than from explicit teaching1, 2). The purpose of RL
is to obtain as many as rewards as soon as possible.

Most RL is conducted within the mathematical framework
of Markov decision processes (MDPs). MDPs involve a
decision-making agent interacting with its environment so
as to maximize the cumulative reward it receives over time.
The agent observes aspects of the environment’s state and
selects actions. The agent may estimate a value function and
use it to construct better and better decision-making policies
over time. The above framework, however, cannot directly
apply to partially observable MDPs (POMDPs)3).

Recently, some researches for POMDPs are
conducted4, 5). Most systems, however, are controlled
by action groups designed by human. Therefore, as tasks
and interactions between agents are more complicated,
it is difficult to design the controller. The agent with
self-learning and self-adapting ability is highly desirable.

In addition, if observed information has analog values, it
is very time consuming that an agent obtains a desired value
function. As a result, the construction of an appropriate state
space for an agent becomes difficult.

In this paper, in order to avoid the above problems, a
new RL system using fuzzy ART (Adaptive Resonance
Theory)6, 7) is proposed. In the proposed system, fuzzy ART
is used to classify observed information and to construct ef-
fective state space. Then, profit sharing8), which is one of
the experience based RL methods, is employed as a learning
method. Furthermore, the proposed system is extended to
the hierarchical structures using HQ-learning (hierarchical
Q-learning)9) and an AQ controller (abstract Q controller)
used in SSS (self-segmentation of sequences) algorithm10)

for solving POMDP problems. Through various computer
simulations using maze problems, it is confirmed that the
proposed methods are effective to solve POMDP problems.

In the reminder of this paper, RL systems for dealing with
POMDP problems will be developed. In section 2, the out-

line of fuzzy ART is introduced. Then, in section 3, a RL
system using fuzzy ART is proposed and its performance
is evaluated through computer simulation. Furthermore, in
section 4, hierarchical RL systems using HQ-learning and
the AQ controller are proposed and their performance is also
evaluated through computer simulation. Finally, section 5
concludes and gives a direction for future research.

2. Fuzzy ART

ART was developed by S. Grossberg as a theory of human
cognitive information processing to solve the learning insta-
bility problem suffered by standard feed-forward networks6).
Fuzzy ART7) is a synthesis of ART and fuzzy logic11). It
consists of an input layer (F1) and a category layer (F2) as
shown in Fig.1. The neuroni in F1 layer is connected to all
the neurons inF2 layer through a top-down weightwi and
also the neuronj in F2 layer is connected to all the neurons
in F1 layer through a bottom-up weightwj .
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Fig. 1: Architecture of fuzzy ART

The algorithm of fuzzy ART is described briefly. Then, a
choice function for category neuronj in F2 layer is calcu-
lated by:

Tj =
|I ∧ wj |
α + |wj | (j = 1, · · · , m), (1)

whereI is an input given toF1 layer,a is a positive choice
parameter,∧ means the fuzzy AND operator, i.e.p ∧ q =
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min(p, q) , and|u| refers to the norm of a vectoru, i.e. |u| =∑n
i=1 ui. The winner category neuronj in F2, which has the

maximumTj , is only activated. After that, resonance occurs
if a match functionAJ in the orienting subsystem meets the
vigilance criteria:

AJ =
|I ∧ wJ |
α + |I| ≥ ρ, (2)

whereρ ∈ [0, 1] is a vigilance parameter. Otherwise, a reset
of F2 occurs, i.e. the winner category neuronJ is deacti-
vated and a new category which meets the above vigilance
criteria is searched. Finally, weightwJ is updated by:

wJ ← β(I ∧ wJ) + (1− β)wJ , (3)

whereβ is a learning rate parameter.
In general, the inputI is preprocessed to avoid cate-

gory proliferation using complement coding. For inputa ∈
[0, 1]n, the complement coded input,I, is defined as follows:

I = [a1, · · · , an, ac
1, · · · , ac

n] ∈ R2n, (4)

whereac
i ≡ 1− ai and the relation|I| = n holds.

3. Reinforcement Learning System Us-
ing Fuzzy ART

3.1 Architecture

The architecture of a RL system proposed in this paper is
illustrated in Fig.2. It comprises three layers, i.e., percep-
tual input layer, state category layer, and action layer. The
first two layers, perceptual input and state category layers,
correspond to fuzzy ART. The enormous inputs from an en-
vironment are categorized and consequently the state space
of inputs is compressed. Then, the action learning is con-
ducted in the action layer using profit sharing.
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Fig. 2: Architecture of the proposed RL system using fuzzy
ART

3.2 Action selection

After the winner category neuronJ is selected in fuzzy ART,
an action is selected based on softmax action selection. In

this paper, Boltzmann distribution defined in eqn. (5) is em-
ployed as softmax action selection.

p(wkJ) =
exp(wkJ/T )∑
k exp(wkJ/T )

, (5)

wherewkJ is a weight between action neuronk and cate-
gory neuronJ , andT is a temperature parameter. High tem-
peratures cause the actions to be nearly equi-probable. In
the limit asT → ∞, it becomes the same as random ac-
tion selection. Low temperatures cause a greater difference
in selection probability for actions that differ in their value
estimates. In the limit asT → 0, it becomes the same as
greedy action selection.

3.3 Learning method

In this paper, profit sharing8) is employed as a weight up-
dating method. Here, profit sharing is one of the reinforce-
ment learning methods that allows agents to learn effective
behaviors from their experiences within dynamic environ-
ments. Profit sharing is different from other reinforcement
learning methods such as Q-learning12), which is one of the
dynamic programming based reinforcement learning meth-
ods and makes the assumption that an environment can be
modeled by a MDP. Rules on an episode, the weightwkJ , is
reinforced by:

wkJ ← wkJ + αPSγh−1
PS rPS , (6)

whereαPS represents a learning rate,rPS is a reward,γPS

is a decreasing rate, andh is the length of a PS (profit shar-
ing) table. The PS table contains a history of pairs of cate-
gory and action.

3.4 Computer simulation

The performance of the proposed system is evaluated by
comparison with a Q(λ)-learning12) system using fuzzy ART
and a normal Q(λ)-learning system through computer simu-
lation. Note that Q(λ)-learning is an extension of Q-learning
incorporating eligibility traces2).

In this simulation, two maze problems shown in Figs.3
and4 are used for evaluation. The maze problem is to find a
shortest route from a starting pointS to a goalG. In Figs.3
and4, solid and open squares mean walls and passages, re-
spectively.

S

G

Fig. 3: Maze #1 (11x12)

S

G

Fig. 4: Maze #2 (8x8)

It is assumed that the agent can perceive 4-neighbors
(Fig. 5(a)) or 8-neighbors (Fig.5(b)) but cannot recognize
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the absolute coordination. Both mazes contain POMDP en-
vironment if the agent can only perceive 4-neighbors. If the
agent can perceive 8-neighbors, maze #1 becomes MDP en-
vironment but maze #2 is still a POMDP. Furthermore, it is
assumed that the agent can move one square in any of four
directions (north, west, south and east) at each step, but it
cannot change its orientation according to the movement di-
rection.

A
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3
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7

8

A

1

2

3

4

(a) 4-neighbors (b) 8-neighbors

Fig. 5: Perceivable grids of agent A

The value of parameters is set as follows: vigilance pa-
rameter;ρ = 0.8, choice parameter;α = 0.01, learning rate
parameter;β = 1.0, learning rate;αPS = 0.1, decreasing
rate;γPS = 0.8, eligibility rate;λ = 0.9. The rewardrPS is
defined as10 if the agent arrives at the goal, andrPS = −0.1
otherwise.

Fig. 6: Results of three systems with four inputs for maze #1

Fig. 7: Results of three systems with eight inputs for maze
#1

Fig. 8: Results of three systems with four inputs for maze #2

Fig. 9: Results of three systems with eight inputs for maze
#2

The simulation results of three systems are shown in
Figs. 6 to 9. Figures6 and 7 depict the curves for maze
#1 and Figs.8 and9 are those for maze #2. The curve il-
lustrates the number of steps that the agent reaches the goal
against the number of episodes. In these figures, the pro-
posed system is denoted as FART-PS, and the Q(λ)-learning
system using fuzzy ART and the normal Q(λ))-learning sys-
tem are FART- Q(λ)) and Q(λ)), respectively. The number
of steps to reach the goal is averaged in 20 trials.

For maze #1, all the system with four inputs is not con-
verged at all (See Fig.6) but those with eight inputs is con-
verged quickly because the environment is an MDP (See
Fig. 7). On the other hand, for maze #2, all the three sys-
tems with both four and eight inputs cannot solve the prob-
lem (See Figs.8 and9). From the above results, it is shown
that the proposed system cannot solve a difficult POMDP
problem. In the next section, hierarchical RL system is pro-
posed to solve such problem.

4. Hierarchical Reinforcement Learn-
ing System

A POMDP problem may be divided into some MDP prob-
lems in order to solve an aliasing problem. In this paper, a
hierarchical RL system is proposed as one of the above so-
lution.
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4.1 Introducing a HQ-table

To extend the proposed system to a hierarchical structure, a
HQ-table in HQ-learning (hierarchical Q-learning)9) is intro-
duced. Note that HQ-learning is a hierarchical extension of
Q(λ)-learning12) designed to solve certain types of POMDP
problems.

The architecture of the proposed hierarchical RL system
using the HQ-table is illustrated in Fig.10. In this figure,
all the subagents are connected in a sequential way. Each
subagent has the reinforcement learning system proposed in
section 3, an HQ-table and a control transfer unit except for
the last agent. The HQ-table stores estimated subgoal values
and is used to generate a subgoal once the agent is activated.

fuzzy ART #1

profit sharing #1
transfer
control

HQ-table #1

subagent #1

subagent #2

When the agent reaches at the subgoal,
the control is passed to the next subagent.

subagent #n

The last agent has no HQ-table.

active module

fuzzy ART #2

profit sharing #2
transfer
control

HQ-table #2

fuzzy ART #n

profit sharing #n

Fig. 10:Architecture of the proposed hierarchical RL system
using the HQ-table

The algorithm of the proposed system is described below.

Algorithm #1

Step 1.Decide a subgoal.

Step 1-1.Observe an inputI from the environment.

Step 1-2.Assume a winner categoryJ selected by fuzzy
ART as a states.

Step 1-3.Select an actiona based on an action selection
method.

Step 1-4.Obtain a rewardr from the environment. If the
agent arrives at the goal or if it arrives at a subgoal
and there is the next subagent, go to Step 2.

Step 1-5.Store a pair of states and actiona in a PS-table.

Step 1-6.If the number of steps reaches the maximum
number go to Step 5, otherwise go back to Step
1-1.

Step 2.Update the rules contained in an episode using
eqn. (6) and the PS-table.

Step 3.Initialize the PS-table.

Step 4.If there is the next subagent the control is passed to
it and go back to Step 1.

Step 5.Evaluate the sequences on all the subgoals using
HQ-tables.

For a maze with POMDP, some subgoals are placed on
the maze so as to divide a POMDP problem into some MDP
problems. As a result, the system could solve such maze.

4.2 Introducing an AQ controller

In addition, an AQ controller, which is used in SSS (self-
segmentation of sequences) algorithm10), is incorporated
into the proposed system described in section 4.1. Note that
SSS can segment action sequences to reduce non-Markov
temporal dependencies and to facilitate the learning of the
overall task. Furthermore, in this paper, an idea of eligibility
traces is introduced. Here, eligibility traces are one of the
basic mechanisms of reinforcement learning. In the popular
TD(λ) algorithm2), the refers to the use of an eligibility trace.
Almost any temporal-difference methods, e.g., Q-learning12)

and Sarsa13, 2), can be combined with eligibility traces to ob-
tain a more general method that may learn more efficiently.

The architecture of the proposed hierarchical RL system
using the AQ controller is illustrated in Fig.11. As shown in
this figure, the AQ controller is added to the hierarchical RL
system in Fig.10.

AQ
controller

control

abstract
action

fuzzy ART #1

profit sharing #1
transfer
control

HQ-table #1

subagent #1

subagent #2

When the agent reaches at the subgoal,
the control is passed to the next subagent.

subagent #n

The last agent has no HQ-table.

active module

fuzzy ART #2

profit sharing #2
transfer
control

HQ-table #2

fuzzy ART #n

profit sharing #n

Fig. 11:Architecture of the proposed hierarchical RL system
using the AQ controller

The algorithm of the proposed system is described below.

Algorithm #2
Step 1.Except for the initial step, an eligibility trace func-

tion η(s̃, ai) is updated by:

η(s̃, ai) =
{

1 (ai = a)
0 (ai 6= a) (7)

Step 2.Check the active categories using fuzzy ART. If
there is no active category a new one is created.

Step 3.Select an actiona′ based on Max-Boltzmann
method: with probabilitypmax take an action according
to greedy selection method, with probability1 − pmax

take an action according to Boltzmann distribution in
eqn. (5).

Step 4.Decide a states′ based on the actiona′.
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Step 5.The action-value functionAQ(si, ak) and the eligi-
bility trace functionη(si, ak) is updated by:

AQ(si, ak) ← AQ(si, ak) + αAQδη(si, ak), (8)

η(si, ak) ← γAQλη(si, ak), (9)

δ = Ri + γmi

AQAQ(s′, a′)−AQ(s̃, ai), (10)

whereαAQ is a learning rate,γAQ is a decreasing rate,
λ is an eligibility rate,mi is the number of steps requir-
ing from the statẽs to s′, Ri is a discounted cumulative
reward defined by:

Ri = rt + γAQrt+1 + · · ·+ γt+mi−1
AQ rt+mi−1. (11)

If the number of steps reaches the maximum number go
to Step 11.

Step 6. s̃ ← s′ anda ← a′.

Step 7.Decide a subgoal.

Step 7-1.Observe an inputI from the environment.

Step 7-2.Assume a winner categoryJ selected by fuzzy
ART as a states.

Step 7-3.Select an actiona based on an action selection
method.

Step 7-4.Obtain a rewardr from the environment. If the
agent arrives at the goal or if it arrives at a subgoal
and there is the next subagent, go to Step 8.

Step 7-5.Store a pair of states and actiona in a PS-table.

Step 7-6.If the number of steps reaches the maximum
number go to Step 1, otherwise go back to Step
7-1.

Step 8.Update the rules contained in an episode using
eqn. (6) and the PS-table.

Step 9.Initialize the PS-table.

Step 10.If there is the next subagent the control is passed to
it and go back to Step 1.

Step 11.Evaluate the sequences on all the subgoals using
HQ-tables.

The AQ controller decides which subagent should be acti-
vated under each situation. The AQ controller takes a crucial
role in effectively reducing the number of subagents.

4.3 Computer simulation

In this simulation, a fairly complicated maze shown in
Fig. 12 is used. This maze problem cannot be solved by
single agent. Two proposed systems are compared with the
standard HQ-learning system. Here, two proposed systems
refer to the proposed hierarchical RL system using the HQ-
table (See 4.1) and that using the AQ controller (See 4.2).

The value of parameters is set as follows: the number of
subagents;n = 4, vigilance parameter;ρ = 0.9, choice
parameter;α = 0.01, learning rate parameter;β = 1.0,

S

G

Fig. 12:Maze #3 (12x12)

learning rate;αPS = 0.2, αHQ = 0.2, αAQ = 0.1, decreas-
ing rate;γPS = 0.8, γHQ = 0.9, γAQ = 0.9, eligibility rate;
λHQ = 0.9, λAQ = 0.9. It is assumed that the rewardr is 10
if the agent arrives at a subgoal or the goal,r = −0.1 other-
wise and the reward for HQ-tables is100 if the agent reaches
the goal. The probabilitypmax is initialized as0.9 and then
is gradually increased to1.0. The temperature parameterT
is initialized as0.1 and then is gradually decreased to0.01.

Fig. 13:Result of the proposed hierarchical RL system using
the HQ-table (four subagents)

Fig. 14:Result of the proposed hierarchical RL system using
the AQ controller (four subagents)

The simulation results of three systems are illustrated in
Figs.13 to 15. In these figures, the number of steps to reach
the goal is averaged in 40 trials. As shown in these figures,
the convergence speed of the proposed hierarchical RL sys-
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Fig. 15:Result of HQ-learning system (four subagents)

S

G

G1

G2

G3

agent #1 agent #3

Fig. 16: A solution of the proposed hierarchical RL system
using the AQ controller

tem using the HQ-table is the fastest among three systems
and HQ-learning system shows the worst performance. Fig-
ure 16 shows a solution for maze #3 using the proposed hi-
erarchical RL system using the AQ controller. This figure
illustrates the system could find a route of maze #3 by only
two subagents (#1 and #3) out of four subagents using the
AQ controller. It is shown that the proposed hierarchical RL
systems can solve POMDP problems.

5. Summary

In this paper, the RL system using fuzzy ART was proposed.
Fuzzy ART is used to classify the enormous inputs from an
environment and consequently to compress the state space
of inputs.

In order to solve POMDP problems, the hierarchical RL
systems incorporating the HQ-table and the AQ controller
were also proposed. In the hierarchical RL systems, a
POMDP problem is divided into some MDP ones in order
to solve an aliasing problem.

Through various computer simulations using MDP and
POMDP maze problems, the performance of the proposed
system was evaluated. As a result, it is verified that the pro-
posed systems are outperformed as compared with the con-

ventional RL systems, i.e. the Q(λ)-learning system and the
HQ-learning system.

In the future, the proposed system is applied to multi-
agent problems.
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