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Abstract. In general, meta-parameters in a reinforcement learning system, such
as a learning rate and a discount rate, are empirically determined and fixed dur-
ing learning. When an external environment is therefore changed, the sytem can-
not adapt itself to the variation. Meanwhile, it is suggested that the biological
brain might conduct reinforcement learning and adapt itself to the external envi-
ronment by controlling neuromodulators corresponding to the meta-parameters.
In the present paper, based on the above suggestion, a method to adjust meta-
parameters using a temporal difference (TD) error is proposed. Through various
computer simulations using a maze search problem and an inverted pendulum
control problem, it is verified that the proposed method could appropriately ad-
just meta-parameters according to the variation of the external environment.

Keywords: reinforcement learning, meta-parameter, meta-learning, TD-error,
maze search problem, inverted pendulum control problem.

1 Introduction

Reinforcement learning is a famous model of animal learning [1]. Schultz et al. found
that dopamine neurons in the basal ganglia have the formal characteristics of the teach-
ing signal known as the temporal difference (TD) error through an animal experiment
[2].

In this context, Doya proposed the hypotheses between meta-parameters in rein-
forcement learning and neuromodulators in the basal ganglia based on the review of
experimental data and theoretical models. That is, he presented that dopamine signals
the error in reward prediction, serotonin controls the time scale of reward prediction,
noradrenaline controls the randomness in action selection, and acetylcholine controls
the speed of memory update [3]. Successful reinforcement learning highly depends on
the careful setting of meta-parameters in reinforcement learning. Schweighofer et al.
proposed a meta-learning method based on rewards, which not only finds appropriate
meta-parameters but also controls the time course of these meta-parameters in an adap-
tive manner [4]. However, their method has some parameters to be pre-determined.

In the present paper, we propose a meta-learning method based on a TD-error. The
proposed method has only one parameter to be pre-determined and is easy to apply
to reinforcement learning. Through various computer simulations using a maze search
problem and an inverted pendulum control problem, it is verified that the proposed
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method allows meta-parameters to be appropriately adjusted according to the variation
of the external environment.

2 Reinforcement Learning

Reinforcement learning is a method that agents acquire the optimum behavior with a
repeating process of exploration and exploitation by being given rewards in an envi-
ronment as a compensation for its behavior [1]. In this section, we explain two kinds
of temporal difference (TD) learning, i.e. a Q-learning method [5] and an actor-critic
method [1] and also describe a policy in reinforcement learning.

2.1 Q-Learning Method

The Q-learning method guarantees that every state converges to the optimal solution
by appropriately adjusting a learning rate in an MDP environment [5]. The state-action
value function Q(s(t), a(t)) for a state s(t) at time t and an action a(t) at time t is
updated so as to take the optimal action by exploring it in a learning space and defined
as follows:

Q(s(t), a(t))← Q(s(t), a(t)) + αδ(t), (1)

δ(t) = r(t) + γ max
b∈A

Q(s(t + 1), b)−Q(s(t), a(t)), (2)

where δ(t) and r(t) denote a TD-error at time t and a reward at time t, respectively,
meta-parameters α and γ refer to a learning rate and a discount rate, respectively, and
A is a set of actions to be taken.

2.2 Actor-Critic Method

The actor-critic method has a separate memory structure to explicitly represent the pol-
icy independent of the value function [1]. The policy structure is known as the actor, be-
cause it is used to select actions, and the estimated value function is known as the critic,
because it criticizes the actions made by the actor. The values in actor-critic method are
updated as follows:

V (s(t))← V (s(t)) + αδ(t), (3)

Q(s(t), a(t))← Q(s(t), a(t)) + αδ(t), (4)

δ(t) = r(t) + γV (s(t + 1))− V (s(t)), (5)

where V (s(t)) is a value function for a state s(t) at time t.

2.3 Policy

The policy is a mapping from the states in an external environment to the actions to take
in those states. Throughout the present paper, we suppose that an action is selected by
the Boltzmann distribution. That is, the policy π(s(t), a(t)) is defined as follows [1]:

π(s(t), a(t)) =
exp (Q(s(t), a(t))/T )

∑
b∈A exp (Q(s(t), b)/T )

, (6)
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where T refers to a temperature parameter. The policy realizes a random selection if
T →∞ and is a greedy selection if T → 0.

3 Meta-learning

Generally speaking, it is crucial that all the meta-parameters such as a learning rate and
a discount rate are carefully tuned to elicit good performance in advance. It therefore is
beneficial that the meta-parameters could be changed according to the situation. In this
section, we describe the conventional meta-learning method based on rewards (Section
3.1) and propose a new meta-learning method based on the TD-error (Section 3.2).

3.1 Meta-learning Based on Reward

Schweighofer et al. proposed the meta-learning method based on mid-term and long-
term rewards [4]. In their method, the mid-term reward rMT (t) at time t and the long-
term reward rLT (t) at time t are defined as follows:

rMT (t) =
(

1− 1
τMT

)

rMT (t− 1) + r(t), (7)

rLT (t) =
(

1− 1
τLT

)

rLT (t− 1) + rMT (t), (8)

where r(t) refers to an instant reward at time t, τMT and τLT denote the time constants
for rMT (t) and rLT (t), respectively. In the present paper, we assume that τMT < τLT

and rMT (0) = rLT (0) = 0. If an agent tends to take the desired actions than be-
fore, then the mid-term reward has a larger value than the long-term one. If not so, the
mid-term reward has a smaller value than the long-term one. The conventional method
updates meta-parameters such as a discount rate, a learning rate, and a temperature
parameter using this characteristic.

A discount rate is defined as a function of time t.

γ(t) = 1− e−ε(t), (9)

where ε(t) refers to a variable represented by the rewards and an exploration noise σ(t),
and is defined as follows:

ε(t) = ε′(t) + σ(t). (10)

In (10), ε′(t) is a variable depending on the rewards and updated by the follwing equa-
tion (ε′(0) = 0).

ε′(t) = ε′(t− 1) + μ {rMT (t)− rLT (t)} σ(t), (11)

where μ represents an updating rate for ε′(t).
Although the other meta-parameters, i.e. a learning rate α(t) and a temperature pa-

rameter T (t), are also updated like the above, the literature [4] does not present their
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updating rules at all. In the present paper, we therefore propose the updating rules for
α(t) and T (t). At first, we propose that α(t) and T (t) are defined as follows:

α(t) = e−ε(t) (12)

T (t) =
1

eε(t) − 1
(13)

From (10), the value of ε(t) increases if rMT (t) is larger than rLT (t), decreases if
rMT (t) < rLT (t), and has no change if rMT (t) ≈ rLT (t). The α(t) and T (t) therefore
increases if rMT (t) > rLT (t) because of the growth of ε(t) and decreases if not so.
This corresponds that α(t) and T (t) should take large values if learning is required, e.g.
in the beginning of learning or when the external environment has changed, and they
should take small values if not so.

In the present paper, it is assumed that the conventional method includes the two pro-
posed equations (12) and (13) besides the conventional equation (9) in the literature [4].
Note that the conventional method does not completely correspond with Schweighofer
et al.’s method.

3.2 Meta-learning Based on TD-Error

The optimal values of meta-parameters in reinforcement learning might change accord-
ing to the progress of learning. We therefore focus on the TD-error which could be
changed by the progress of learning and propose a meta-learning method based on the
TD-error. We define a variable δ′(t) which depends on the absolute value of the TD-
error. Then, meta-parameters are updated based on it. The δ′(t) is defined as follows
(δ′(0) = 0):

δ′(t) =
(

1− 1
τ

)

δ′(t− 1) +
1
τ
|δ(t)|, (14)

where δ(t) refers to a TD-error at time t and τ is a time constant.
A learning rate α(t) and a temperature parameter T (t) are expected to be a large

value for exploration in the beginning of learning. On the other hand, their values are
desired to be small for exploitation at the matured stage of learning. In addition, if
relearning is required according to an environmental change, a discount rate γ(t) are
expected to be a small value. On the other hand, the value of δ′(t) becomes large if
relearning is required because of the environmental change and converges to 0 at the
matured stage. The meta-parameters α(t), γ(t), and T (t) at time t are therefore defined
based on δ′(t) as follows:

α(t) =
2

1 + e−δ′(t) − 1, (15)

γ(t) =
2

1 + eδ′(t) , (16)

T (t) = eδ′(t) − 1. (17)

Based on the above equations, α(t) and T (t) becomes small according to the decrease
of δ′(t) and becomes large according to the increase of δ′(t). This allows that meta-
parameters are appropriately updated in accordance with the change of δ′(t).
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4 Computer Simulation

The performance of the proposed method is verified through computer simulation. In
the simulation, we prepare two reinforcement learning tasks, i.e. a maze search problem
and an inverted pendulum control problem. Accordingly, we apply the proposed method
to the Q-learning method (Section 2.1) and the actor-critic method (Section 2.2). The
proposed method applied to the Q-learning system is compared with the conventional
method (Section 3.1) and the Q-learning without meta-learning (Section 2.1). Then, our
method applied to the actor-critic system is compared with the conventional method and
the actor-critic method without meta-learning (Section 2.2).

4.1 Maze Search Problem

To evaluate the performance for the discrete task, we use the maze search problem. In
this simulation, we apply the proposed method to the Q-learning system.

Simulation Setting. Figure 1 shows a maze used in the simulation. In this figure, the
black and gray squares correspond to walls and the white squares correspond to paths.
The structure of the maze in Fig.1(a) will change to that in Fig.1(b) at 301 episodes.
Namely, one gray square and two white squares are changed to a white one and two
gray ones, respectively. The shortest path for both mazes is 14 steps. An agent is able to
perceive only the adjacent eight squares. In this task, the Markov property is guaranteed
because there is no aliasing problem. But, since the structure of the maze is changed,
meta-parameters should be adjusted again. In this simulation, one episode is assumed
that an agent starts from a start point and arrives at a goal point. The failure of maze
search is defined when an agent cannot arrive at a goal point within 10,000 steps.

The parameters to be pre-determined are as follows: In the conventional method,
time constant in (7) and (8): τMT = τLT = 300, updating rate in (11): μ = 0.1. In the
proposed method, time constant in (14): τ = 300. The exploration noise σ(t) in (10)
is set as the Gaussian distribution with mean 0 and variance 1. In the standard method
with fixed meta-parameters, we set as α = 0.2, γ = 0.95, and T = 0.3.

Fig. 1. Dynamical structure change in the maze search problem
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Table 1. The total number of steps in the maze search problem

Method From 1 to 300 episodes From 1 to 600 episodes
Proposed method 9,855 17,622

Conventional method 9,922 23,226
Q-learning 10,664 —
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Fig. 2. Development of the number of steps for the conventional and proposed methods in the
maze search problem

Simulation Result. Table 1 shows the total number of steps and Fig.2 illustrates the
development of the number of steps. From these results, the proposed method could
adjust to the structure change of the maze. That is, although the number of steps in-
creases significantly when the structure is changed at 301 steps, both the proposed and
conventional methods can find a new shortest path but the Q-learning method without
meta-learning cannot find it. Furthermore, as seen from Table 1, the proposed method
takes smaller steps than the conventional method.

4.2 Inverted Pendulum Control Problem

To evaluate the performance for the continuous task, we use the inverted pendulum
control problem. In this simulation, we apply the proposed method to the actor-critic
system.

Simulation Setting. Let θ, θ̇(= dθ/dt), and τc be angle, angular velocity, and torque,
respectively. The dynamics of the inverted pendulum is represented by

ml2θ̈ = −mgl sin(θ) − μθ̇ + τc, (18)
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where m denotes the mass of the pendulum, l is the length of the pendulum, g is the
acceleration of gravity, μ is the friction coefficient of axis. In the simulation, we set
m = 0.5[kg], l = 0.5[m], g = 9.8[m/s2], and μ = 0.1. Then, reward r(t) is defined as
follows:

r(t) = cos(θ) − 0.005 τ2
c (t). (19)

At the initial state, we set θ(0) = 0 and θ̇(t) = 0. We can only observe θ and set
the torque to the pendulum as −1 or +1. The success of control is assumed that the
pendulum can be controled within ±5[deg] for 15[s]. Then, the trial that the angle of
the pendulum exceeds±45[deg] is assumed to be failure and go to the next trial. A time
step is set as Δt = 0.01[s]. The success rate of controlling the pendulum is calculated
as the average of 100 trials after 1, 000 training episodes.

The parameters are set as τMT = τLT = 300 and μ = 0.1 in the conventional
method, and τ = 300 in the proposed method. The exploration noise is set as the
Gaussian distribution with mean 0 and variance 1. In the standard method with fixed
meta-parameters, we set as α = 0.2, γ = 0.95, and T = 0.35.

Simulation Result. As seen in Table 2, the success rate is 87.9% in the proposed
method, 85.2% in the conventional method, and 76.8% in Q-learning method. As a
result, it is shown that the proposed method could improve the performance for con-
trolling the pendulum. Figure 3 shows the temporal development of the accumulated

Table 2. The success rate of controlling an inverted pendulum

Method Success rate (%)
Proposed method 87.9

Conventional method 85.2
Actor-critic method 76.8
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Fig. 3. Development of the accumulated reward for the proposed and conventional methods in the
inverted pendulum control problem
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reward. From this figure, it is clear that the accumulated reward in the proposed method
is much larger than that in the conventional method. In addition, the number of param-
eters to be pre-determined is only one, i.e. τ in (14) in the proposed method. On the
other hand, there are three such parameters, i.e. τMT in (7), τLT in (8), and μ in (11) in
the conventional method. It therefore is much easier for the proposed method to apply
the reinforcement learning system than the conventional method.

5 Summary

The present paper have proposed the meta-learning method based on the TD-error.
Through various computer simulations, we investigated the performance of the pro-
posed method using the discrete and continuous tasks. As a result, it is shown that the
proposed method applied to the Q-learning system could improve the learning perfor-
mance for the discrete task, the maze search problem because it allows meta-parameters
to adjust according to the variation of the external environment. In addition, it is clar-
ified that the proposed method applied to the actor-critic system could improve the
control performance for the continuous task, the inverted pendulum control problem.
Furthermore, it is shown that the proposed method could easily apply to reinforcement
learning compared with the conventional method, the standard Q-learning and actor-
critic methods because the proposed method can reduce the number of parameters to be
pre-determined. In future work, the proposed method under a noisy environment needs
to be evaluated.
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